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#### Abstract

We have lots of properties of traditional matrix algebra. Some of these properties are studied and extended in [1-5]. Here we extend some more properties in extended matrix algebra on $M(F)$, the set of all matrices over a given field $\mathrm{F}[1,3]$. Also following [1-11], we are motivated to introduce some new properties in extended matrix algebra on M (F).
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## Notations

(i) $M_{m \times n}(F)$ denotes the set of all $m \times n$ matrices over a given field $F$.
(ii) $A_{m \times n} \in M(F)$ denotes $A_{m \times n}$ Is an $m \times n$ matrix in $(F)$.
(iii) $M_{n}(F)$ denotes the set of all $n \times n$ matrices over a given field $F$.
(iv) $O_{m \times n}$ denotes the $m \times n$ matrix in $M(F)$, of which all the entries are zero.
(v) If $A_{m \times n}=\left(a_{i j}\right)_{m \times n} \in M(F)$ and $p, q$ are positive integers such that $\leq m, q \leq n$, then $A_{p \times q}=\left(a_{i j}\right)_{p \times q}$.

## 1. INTRODUCTION

Matrix algebra and Linear spaces of linear transformations of vector spaces (considering linear transformations as matrices) are extended in $[1,3]$ as:

Definition (1.1) [1, 3]
Define 'addition' of matrices in $M(F)$ by for all $=\left(a_{i j}\right)_{m \times n}, B=\left(b_{i j}\right)_{p \times q} \in M(F), A+B=\left(c_{i j}\right)_{r \times s}$, where $r=\max \{m, p\}, s=\max \{n, q\}$ and for $i=1,2, \ldots ., r ; j=1,2, \ldots . s, c_{i j}=a_{i j}^{\prime}+b_{i j}^{\prime}$,
where $a_{i j}^{\prime}=\left\{\begin{array}{c}a_{i j}, \text { if } 1 \leq i \leq m, 1 \leq j \leq n \\ 0, \text { otherwise }\end{array}\right.$, for $i=1,2, \ldots ., r ; j=1,2, \ldots, s$
and $b_{i j}^{\prime}=\left\{\begin{array}{c}b_{i j}, \text { if } 1 \leq i \leq p, 1 \leq j \leq q \\ 0, \text { otherwise }\end{array}\right.$, for $i=1,2, \ldots, r ; j=1,2, \ldots, s$.
Definition (1.2) [1, 3]
Define 'multiplication' of matrices in $M(F)$ by for all $A=\left(a_{i j}\right)_{m \times n}, B=\left(b_{i j}\right)_{p \times q} \in M(F), A B=\left(c_{i j}\right)_{m \times q}$, where for $i=1,2, \ldots . m ; j=1,2, \ldots ., c_{i j}=\sum_{k=1}^{\min \{n, p\}} a_{i k} b_{k j}$.

Definition (1.3) [1, 3]
For $m, n \in \mathbb{N}$, we define $I_{m \times n}$ as $I_{m \times n}=\left(\delta_{i j}\right)_{m \times n}$, where for $i=1,2, \ldots, m ; j=1,2, \ldots . n, \delta_{i j}=\left\{\begin{array}{l}1, \text { if } i=j \\ 0, \text { if } i \neq j\end{array}\right.$.
Example (1.1): Let $A=\left(\begin{array}{ccccc}2 & 1 & 0 & -1 & 4 \\ 0 & 5 & 2 & 3 & 0 \\ -1 & 3 & -5 & 7 & 2\end{array}\right)$ and $=\left(\begin{array}{cc}1 & 3 \\ 0 & 1 \\ -1 & 2 \\ 2 & 1\end{array}\right)$.
Then $A+B=\left(\begin{array}{ccccc}3 & 4 & 0 & -1 & 4 \\ 0 & 6 & 2 & 3 & 0 \\ -2 & 5 & -5 & 7 & 2 \\ 2 & 1 & 0 & 0 & 0\end{array}\right)$ and $A B=\left(\begin{array}{cc}0 & 6 \\ 4 & 12 \\ 18 & -3\end{array}\right)$.
Definition (1.4) [1, 3]
Let R be a non-empty set on which two binary operations "addition and "multiplication are defined. Then the algebraic structure $(R,+,$.$) is said to be a weak hemi-ring if$
(i) $(\mathrm{R},+$ ) is a commutative monoid, the identity element is called 'zero', denoted by 0 . (ii) ( $\mathrm{R},$. ) is a semi-group.
(iii) Multiplication is distributive over addition. (iv) $a .0 \neq 0,0 . a \neq 0$, in general, for $a \in R$.

## Theorem (1.1) [1, 3]

The algebraic structure $(\mathrm{M}(\mathrm{F}),+,$.$) is a weak hemi-ring having zero O_{1 \times 1}=(0)_{1 \times 1}$.
Note (1.1) [3]
Let $m, n \in \mathbb{N}$ and $A=\left(a_{i j}\right)_{m \times n} \in M(F)$ be arbitrary. Let $I_{B(p, n)}=\binom{I_{n}}{B_{p \times n}}$, where $B_{p \times n} \in M(F)$ is arbitrary and $p \in \mathbb{N}$ is arbitrary and let $I^{B(m, q)}=\left(I_{m} B_{m \times q}\right)$, where $B_{m \times q} \in M(F)$ is arbitrary and $q \in \mathbb{N}$ is arbitrary. Then it is clear that $A \cdot I_{B(p, n)}=A$ and $I^{B(m, q)} \cdot A=A$; but $I_{B(p, n)} \cdot A \neq A \& A \cdot I^{B(m, q)} \neq A$, in general. Again, $I_{m} \cdot A=A=A \cdot I_{n}$, But $I_{n} \cdot A \neq A \& A . I_{m} \neq A$, if $m \neq n$.

Again, it is obvious that $I_{m \times n} A_{m \times p}=A_{m \times p}$ iff $n \geq m$ and $A_{p \times n} I_{m \times n}=A_{p \times n}$ iff $m \geq n$; but

$$
I_{m \times n} A_{m \times p}=\binom{A_{n \times p}}{O_{(m-n) \times p}} \neq A_{m \times p}, \text { in general, and } I_{n} A_{m \times p}=A_{n \times p} \neq A_{m \times p} \text { if } n<m
$$

$$
\text { Also, } A_{p \times n} I_{m \times n}=\left(\begin{array}{ll}
A_{p \times m} & \left.O_{p \times(n-m)}\right) \neq A_{p \times n}, \text { in general, and } A_{p \times n} I_{m}=A_{p \times m} \neq A_{p \times n} \text { if } m<n
\end{array}\right.
$$

Now it can be easily proved that for given positive integers $m, n$, for all $A_{m \times n} \in M(F)$,

$$
A_{m \times n} I_{m \times n}=I_{m \times n} A_{m \times n}=A_{m \times n} \text { iff } m=n .
$$

## Theorem (1.2) [3]

$$
\left(M_{m \times n},+, .\right) \text { forms a ring with zero } O_{m \times n} \cdot .
$$

## Definition (1.5) [3]

For a given nonzero matrix $A_{m \times n} \in M(F)$, if there exists a matrix $B_{p \times q} \in M(F)$ such that $A_{m \times n} B_{p \times q}=I_{m \times q}$ then $B_{p \times q}$ is called a right inverse of $A_{m \times n}$ and if $B_{p \times q} A_{m \times n}=I_{p \times n}$, then $B_{p \times q}$ is called a left inverse of $A_{m \times n}$.

## Theorem (1.3) [3]

Let $m \leq n$. Then for two non-zero matrices $A_{m \times n}, B_{m \times n} \in M(F), A_{m \times n} B_{m \times n}=I_{m \times n}$ iff $A_{m \times m} B_{m \times m}=$ $B_{m \times m} A_{m \times m}=I_{m}$ and for $j=m+1, m+2, \ldots, n$, each $j^{\text {th }}$ column $B_{j}$ (say ) of $B_{m \times n}$ is zero.

Corollary (1.3.a): Let $n \leq m$. Then for two non-zero matrices $A_{m \times n}, B_{m \times n} \in M(F), A_{m \times n} B_{m \times n}=I_{m \times n}$ iff $A_{n \times n} B_{n \times n}=B_{n \times n} A_{n \times n}=I_{n}$ and for $i=n+1, n+2, \ldots, m$, each $i^{\text {th }}$ row $A_{i}$ (say) of $A_{m \times n}$ is zero.

Corollary (1.3.b): Let $m \leq n$. Then for two non-zero matrices $A_{m \times n}, B_{m \times n} \in M(F)$,
$A_{m \times n} B_{m \times n}=B_{m \times n} A_{m \times n}=I_{m \times n}$ iff $A_{m \times m} B_{m \times m}=B_{m \times m} A_{m \times m}=I_{m}$ and
for $j=m+1, m+2, \ldots, n$, each $j^{\text {th }}$ column of $A_{m \times n}$ and $B_{m \times n}$ are zero.
Corollary (1.3.c): Let $n \leq m$. Then for two non-zero matrices $A_{m \times n}, B_{m \times n} \in M(F), A_{m \times n} B_{m \times n}=$ $B_{m \times n} A_{m \times n}=I_{m \times n}$ iff $A_{n \times n} B_{n \times n}=B_{n \times n} A_{n \times n}=I_{n}$ and for $i=n+1, n+2, \ldots, m$, each $i^{\text {th }}$ row of $A_{m \times n}$ and $B_{m \times n}$ are zero.

## Theorem (1.4) [3]

Let $A_{m \times n}, B_{p \times q} \in M(F)$. Then $A_{m \times n} B_{p \times q}=I_{m \times q}$ iff one of the following four conditions hold.
(i). $A_{m \times n} B_{n \times m}=I_{m}$ and $A_{m \times n}\left(B_{m+1}, B_{m+2}, \ldots \ldots, B_{q}\right)_{p \times(q-m)}=O_{m \times(q-m)}$, if $n \leq p, m<q$; where for $j=m+1, m+2, \ldots, q ; B_{j}$ is the $j^{\text {th }}$ column of $B_{p \times q}$.
(ii). $A_{q \times n} B_{n \times q}=I_{q}$ and $\left(\begin{array}{c}R_{q+1} \\ R_{q+2} \\ \ldots \ldots \\ \cdots \ldots \\ R_{m}\end{array}\right)_{(m-q) \times n} B_{p \times q}=O_{(m-q) \times q}$, if $n \leq p, m>q$;
where for $i=q+1, q+2, \ldots, m ; R_{i}$ is the $i^{\text {th }}$ row of $A_{m \times n}$.
(iii). $A_{m \times p} B_{p \times m}=I_{m}$ and $A_{m \times n}\left(B_{m+1}, B_{m+2}, \ldots \ldots, B_{q}\right)_{p \times(q-m)}=O_{m \times(q-m)}$, if $n>p, m<q$.
(iv). $A_{q \times p} B_{p \times q}=I_{q}$ and $\left(\begin{array}{c}R_{q+1} \\ R_{q+2} \\ \cdots \ldots \\ \cdots \ldots \\ R_{m}\end{array}\right)_{(m-q) \times n} B_{p \times q}=O_{(m-q) \times q}$, if $n>p, m>q$.

## Theorem (1.5) [3]

For a given nonzero matrix $A_{m \times n}$ in $M(F)$, if there exists $B_{p \times q}$ in $M(F)$ such that $A_{m \times n} B_{p \times q}=I_{m \times q}$, then $m \leq n$, except the case $m>n>q$.

Theorem (1.6) [3]
For a given nonzero matrix $B_{p \times q}$ in $M(F)$, if there exists $A_{m \times n}$ in $M(F)$ such that
$A_{m \times n} B_{p \times q}=I_{m \times q}$ then $q \leq n$, except the case $q>n>m$.
Again, we have the following properties in [2] and [5].

## Theorem (1.7) [2]

For any two matrices $A_{m \times n}, B_{p \times q} \in M(F),\left(A_{m \times n}+B_{p \times q}\right)^{T}=A_{m \times n}^{T}+B_{p \times q}^{T}$

## Theorem (1.8) [2]

For any two matrices $A_{m \times n}, B_{p \times q} \in M(F),\left(A_{m \times n} B_{p \times q}\right)^{T}=B_{p \times q}^{T} A_{m \times n}^{T}$
Definition (1.6) [2]
Let $A_{m \times n}=\left(a_{i j}\right)_{m \times n} \in M(F)$. If $m \leq n$, then for $i=1,2, \ldots, m$;
$j=i, i+1, \ldots, i+(n-m), a_{i j}{ }^{\prime} s$ are called the diagonal elements of $A_{m \times n}$.
If $m>n$, then for $j=1,2, \ldots, n ; i=j, j+1, \ldots, j+(m-n), a_{i j}$ 's are called the diagonal elements of $A_{m \times n}$.
In each case, the portion of $A_{m \times n}$, formed by these diagonal elements is called the diagonal of $A_{m \times n}$.
All the elements of $A_{m \times n}$, other than the diagonal elements, are called the non-diagonal elements of $A_{m \times n}$.

## Definition (1.7) [2] (a)

(a) A matrix $A_{m \times n}=\left(a_{i j}\right)_{m \times n} \in M(F)$ is said to be symmetric if, when $m \leq n$, then for $i=2,3, \ldots, m ; j=1,2, \ldots, m-1$, if $i>j$ then $a_{i j}=a_{j(i+n-m)}$ and when $\geq n$, then for $j=2,3, \ldots, n ; i=1,2, \ldots ., n-1$, if $i<j$ then $a_{i j}=a_{(j+m-n) i}$.
(b) A matrix $A_{m \times n}=\left(a_{i j}\right)_{m \times n} \in M(F)$ is said to be skew-symmetric if all the diagonal elements of $A_{m \times n}$ are zero and when $m \leq n$, then for $i=2,3, \ldots, m ; j=1,2, \ldots, m-1$, if $i>j$ then $a_{i j}=-a_{j(i+n-m)}$ and when $m \geq n$, then for $j=2,3, \ldots, n ; i=1,2, \ldots, n-1$, if $i<j$ then $a_{i j}=-a_{(j+m-n) i}$.
(c) A matrix $A_{m \times n}=\left(a_{i j}\right)_{m \times n} \in M(F)$ is said to be weak skew-symmetric if, when $\leq n$, then for $i=$ $2,3, \ldots, m ; j=1,2, \ldots, m-1$, if $i>j$ then $a_{i j}=-a_{j(i+n-m)}$ and when $m \geq n$, then for $j=2,3, \ldots, n ; j=1,2, \ldots, n-$ 1 , if $i<j$ then $a_{i j}=-a_{(j+m-n) i}$.

## Example (1.2)

In the real matrices $A=\left(\begin{array}{cccc}\mathbf{2} & \mathbf{1} & 0 & -1 \\ 0 & \mathbf{5} & \mathbf{2} & 3 \\ -1 & 3 & -\mathbf{5} & \mathbf{7}\end{array}\right), B=\left(\begin{array}{ccc}\mathbf{0} & \mathbf{1} & -3 \\ \mathbf{0} & \mathbf{0} & 4 \\ \mathbf{0} & \mathbf{0} & \mathbf{0} \\ -1 & \mathbf{0} & \mathbf{0} \\ 3 & -4 & \mathbf{0}\end{array}\right), \mathrm{C}=\left(\begin{array}{ccc}\mathbf{2} & 1 & -3 \\ \mathbf{0} & \mathbf{5} & 4 \\ \mathbf{1} & \mathbf{0} & \mathbf{8} \\ -1 & -\mathbf{8} & \mathbf{9} \\ 3 & -4 & \mathbf{1}\end{array}\right)$, the bold elements are diagonal elements and the non-bold elements are non-diagonal elements. Also, A is symmetric, $B$ is skew-symmetric and $C$ is weak skew-symmetric.

## Theorem (1.9) [2]

Transpose of a symmetric, skew-symmetric and a weak skew-symmetric matrix is symmetric, skew-symmetric and weak skew-symmetric respectively.

## Theorem (1.10) [2]

For any two matrices $A, B \in M()$,
(i). If $A, B$ be symmetric, then the matrix $A+B$ is not, in general, symmetric.
(ii). If $A, B$ be skew-symmetric, then the matrix $A+B$ is not, in general, skew-symmetric.
(iii). If $A, B$ be weak skew-symmetric, then the matrix $A+B$ is not, in general, weak skew-symmetric.
(iv). if $A, B$ be two symmetric (or skew-symmetric) matrices of the same order such that $A B=B A$, then $A B$ may not be a symmetric matrix (or skew-symmetric).

## Theorem (1.11) [2]

For any square symmetric matrix $A$ and any matrix $P$ in $M(F), P^{T} A P$ is a symmetric matrix; but the result fails to be hold good if $A$ be a non-square symmetric matrix.

## Note (1.2) [2]

Let $A_{m \times n} \in M(F)$ with $\neq n$. Then obviously
$A_{m \times n} \neq \frac{1}{2}\left(A_{m \times n}+\left(A_{m \times n}\right)^{T}\right)+\frac{1}{2}\left(A_{m \times n}-\left(A_{m \times n}\right)^{T}\right)$, as the matrix on the right hand side is of order $\max \{m, n\} \times \max \{m, n\} \neq(m, n)$, provided $\operatorname{Char}(F) \neq 2$. Therefore a natural question arises. Is it possible to express a matrix over a field as a sum of a symmetric matrix and a skew-symmetric matrix? The answer to this question is affirmative, given by means of the following proposition.

## Theorem (1.12) [2]

Every matrix over a field $F$ can be expressed as the sum of a symmetric matrix and a skew-symmetric matrix, provided Char $(F) \neq 2$; but the expression is not, in general, unique.

## Proof

Let $A=\left(a_{i j}\right)_{m \times n} \in M(F)$ be arbitrary. If $m=n$, then the result is obvious, as
$A_{m \times n}=\frac{1}{2}\left(A_{m \times n}+\left(A_{m \times n}\right)^{T}\right)+\frac{1}{2}\left(A_{m \times n}-\left(A_{m \times n}\right)^{T}\right) .\left(\right.$ Since Char $(F) \neq 2$, hence $2^{-1}$ Exists in $\left.F\right)$.
Let $m<n$. Let $B=\left(b_{i j}\right)_{m \times n}$ be a symmetric matrix and $C=\left(c_{i j}\right)_{m \times n}$ be a skew-symmetric matrix in $M(F)$
such that $=B+C$, i.e., $\left(a_{i j}\right)_{m \times n}=\left(b_{i j}\right)_{m \times n}+\left(c_{i j}\right)_{m \times n}$
Then for $=1,2, \ldots, m ; j=1,2, \ldots ., n, b_{i j}+c_{i j}=a_{i j}$
Since $m<n$ and $B, C$ are symmetric and skew-symmetric matrices, respectively, hence the diagonal elements of $B$ and $A$ are same (since the diagonal elements of $C$ are zero). Thus the diagonal elements of $B$ are determined.

Now for the non-diagonal elements of $B$ and $C$ we have for $i=2,3, \ldots, m ; j=1,2, \ldots, m-1$, if $i>j$,
then $b_{i j}=b_{j(i+n-m)}$
and $c_{i j}=-c_{j(i+n-m)}$

From (2) we have for $=2,3, \ldots, m ; j=1,2, \ldots, m-1$, if $i>j$, then $b_{i j}+c_{i j}=a_{i j}$
And $b_{j(i+n-m)}+c_{j(i+n-m)}=a_{j(i+n-m)}$, i.e., $b_{i j}-c_{i j}=a_{j(i+n-m)}$
(by (3), (4) ).
From (5) and (6) we get
$i=2,3, \ldots, m ; j=1,2, \ldots, m-1$, if $>j$, then $b_{i j}=2^{-1}\left(a_{i j}+a_{j(i+n-m)}\right)$
$c_{i j}=2^{-1}\left(a_{i j}-a_{j(i+n-m)}\right)$
(since Char $(F) \neq 2$, hence $2^{-1}$ exists in $F$ ).
$b_{j(i+n-m)}=b_{i j}=2^{-1}\left(a_{i j}+a_{j(i+n-m)}\right)$
(by (7) )
$c_{j(i+n-m)}=-c_{i j}=-2^{-1}\left(a_{i j}-a_{j(i+n-m)}\right)$
(by (8) )
Thus $B$ and $C$ are determined.
If $m>n$, then similarly, we have $\left(\left(a_{i j}\right)_{m \times n}\right)^{T}=E_{n \times m}+F_{n \times m}$
where $E_{n \times m}$ is a symmetric matrix and $F_{n \times m}$ is a skew-symmetric matrix.
From (11), we get $A=\left(a_{i j}\right)_{m \times n}=\left(E_{n \times m}+F_{n \times m}\right)^{T}=\left(E_{n \times m}\right)^{T}+\left(F_{n \times m}\right)^{T}$
Since $E_{n \times m}$ is a symmetric matrix and $F_{n \times m}$ is a skew-symmetric matrix, hence $\left(E_{n \times m}\right)^{T}$ is a symmetric matrix and $\left(F_{n \times m}\right)^{T}$ is a skew-symmetric matrix. Hence the result

To prove that the expression is not unique, it is sufficient to consider some examples. Consider the matrix
$A=\left(\begin{array}{rrrr}1 & 1 & 3 & 4 \\ 4 & 2 & 1 & 3 \\ -3 & 0 & 4 & 0 \\ 2 & 1 & -2 & 0\end{array}\right)$. Then $A=\frac{1}{2}\left(A+A^{T}\right)+\frac{1}{2}\left(A-A^{T}\right)$
and $\frac{1}{2}\left(A+A^{T}\right)$ is symmetric and $\frac{1}{2}\left(A-A^{T}\right)$ is skew-symmetric .
Again, we see that $A=\left(\begin{array}{ccc}1 & 1 & 2 \\ 5 & 2 & 1 \\ 1 & 3 & 4 \\ 2 & 1 & -2\end{array}\right)+\left(\begin{array}{cccc}0 & 0 & 1 & 4 \\ -1 & 0 & 0 & 3 \\ -4 & -3 & 0 & 0\end{array}\right)$
And the first matrix of right hand side of (14) is symmetric and the second one is skew-symmetric.
Clearly the expressions (13) and (14) are distinct.
Again, consider another example in which

$$
A=\left(\begin{array}{ccccc}
2 & 1 & -1 & -1 & 5  \tag{15}\\
-6 & 3 & 2 & 5 & 0 \\
4 & -1 & 3 & 2 & 6
\end{array}\right) \text {. Then } A=\left(\begin{array}{ccccc}
2 & 1 & -1 & -\frac{7}{2} & \frac{9}{2} \\
-\frac{7}{2} & 3 & 2 & 2 & -\frac{1}{2} \\
\frac{9}{2} & -\frac{1}{2} & 3 & 2 & 6
\end{array}\right)+\left(\begin{array}{ccccc}
0 & 0 & 0 & \frac{5}{2} & \frac{1}{2} \\
-\frac{5}{2} & 0 & 0 & & 0 \\
-\frac{1}{2} & -\frac{1}{2} & 0 & 0 & \frac{1}{2}
\end{array}\right)
$$

And the first matrix of right hand side of (15) is symmetric and the second one is skew-symmetric.

$$
\text { Again } A=\left(\begin{array}{ccccc}
2 & 1 & -5 & -2 & 5  \tag{16}\\
-2 & 3 & 2 & 4 & 0 \\
5 & 0 & 3 & 2 & 6
\end{array}\right)+\left(\begin{array}{cccc}
0 & 0 & 4 & 1 \\
-4 & 0 & 0 & 1 \\
-1 & -1 & 0 & 0
\end{array}\right)
$$

And the first matrix of right hand side of (16) is symmetric and the second one is skew-symmetric.
Clearly the expressions (15) and (16) are distinct.

## Note (1.3) [2]

From the proof of theorem (1.12) we observed that any $m \times n$ matrix over a field $F$ can be expressed as the sum of a symmetric and a skew-symmetric matrix of the same order. Therefore a natural question arises. Is it always possible to express a matrix $A_{m \times n}$ as $A_{m \times n}=B_{p \times q}+C_{r \times s}$, where $m, n, p, q, r, s$ are given positive integers such that $m=\max \{p, r\}$ and $n=\max \{q, s\}$ and $B_{p \times q}$ is symmetric and $C_{r \times s}$ is skew-symmetric and $(p, q) \neq(r, s)$ ? The answer to this question is given by means of the following proposition.

Again from theorem (1.12) it is observed that, if we wish to express $A_{m \times n}$ as $A_{m \times n}=B_{m \times n}+C_{m \times n}$ only, where $B_{m \times n}$ is symmetric and $C_{m \times n}$ is skew-symmetric, then this expression unique.

## Theorem (1.13) [2]

Let $A_{m \times n} \in M(F)$ and $p, q, r, s$ be positive integers such that $m=\max \{p, r\}$,
$n=\max \{q, s\}$ and $(p, q) \neq(r, s)$. Then $A_{m \times n}$ can be expressed as sum of a symmetric matrix of order $p \times q$ and a skew-symmetric matrix of order $r \times s$ if (i) $p \geq q \geq s \geq r$ or (ii) $q \geq p \geq r \geq s$ or
(iii). $p \geq q \geq s, p \geq r \geq s$ or (iv) $q \geq p \geq r, q \geq s \geq r$.

And this expression is not possible, in general, in other cases, i.e., if (v) $p \geq r \geq s \geq q$ or
(vi). $q \geq s \geq r \geq p$ or (vii) $\mathrm{r} \geq p \geq q \geq s$ or (viii) $s \geq q \geq p \geq r$ or
(ix). $p \geq q, p \geq r, s \geq q, s \geq r$ or (x) $\geq p, q \geq s, r \geq p, r \geq s$.

## Definition (1.8) [5]

A matrix $A_{m \times n} \in M(F)$ is said to be an idempotent matrix if $A_{m \times n}^{2}=A_{m \times n}$.

## Theorem (1.14) [5]

Let $A_{m \times n} \in M(F)$ be an idempotent matrix. Then $I_{p \times q}-A_{m \times n}$ is idempotent iff $p, q \geq m$ and,$q \geq n$.

## Theorem (1.15) [5]

Let $A_{m \times n}, B_{p \times q} \in M(F)$ such that $A_{m \times n}+B_{p \times q}=I_{r \times s}$ and $A_{m \times n} B_{p \times q}=O_{m \times q}$, where $r=\max \{m, p\}, s=$ $\max \{n, q\}$. Then $A_{m \times n}$ and $B_{p \times q}$ both are idempotent if $n=p \geq m, q$.

## Theorem (1.16) [5]

If $m, n, p, q \in \mathbb{N}$ such that $p, q \geq m$ and $p, q \geq n$ and if $A_{m \times n} \in M(F)$ be an idempotent matrix, then $\forall k \in$ $\mathbb{N},\left(I_{p \times q}+A_{m \times n}\right)^{k}=I_{p \times q}+\left(2^{k}-1\right) A_{m \times n}$.

## Definition (1.9) [5]

The trace of a matrix $A_{m \times n} \in M(F)$, denoted by $\operatorname{tr} A_{m \times n}$, is defined as the sum of all diagonal elements of $A_{m \times n}$.

## Theorem (1.17) [5]

For any $A_{m \times n} \in M(F), \operatorname{tr} A_{m \times n}=t r A_{m \times n}^{t}$.

## Theorem (1.18) [5]

For any two matrices $A_{m \times n}, B_{p \times q} \in M(F)$,
(i) $\operatorname{tr}\left(A_{m \times n}+B_{p \times q}\right) \neq \operatorname{tr} A_{m \times n}+\operatorname{tr} B_{p \times q}$, in general.
(ii) $\operatorname{tr}\left(A_{m \times n} B_{p \times q}\right) \neq \operatorname{tr}\left(B_{p \times q} A_{m \times n}\right)$, in general.

Again in [4], it is stated that, for a given $A_{m \times n} \in M(F)$, if there exists $B_{m \times n} \in M(F)$, such that $A_{m \times n} B_{m \times n}=$ $B_{m \times n} A_{m \times n}=I_{m \times n}$, then $B_{m \times n}$ is unique and we call $B_{m \times n}$ as the inverse of $A_{m \times n}$, and denoted by $A_{m \times n}^{-1}$.

Clearly $B_{m \times n}=A_{m \times n}^{-1}=\left\{\begin{array}{c}\left(A_{m \times m}^{-1} O_{m \times(n-m)}\right), \text { if } m<n \\ \binom{A_{n}^{-1}}{O_{(m-n) \times n}}, \text { if } m>n \\ A_{m}^{-1}, \text { if } m=n\end{array}\right.$
Again in [4] Sherman-Morrison Rank One Update Formula and Sherman-Morrison-Woodbury Formula [8] in traditional matrix algebra are extended in extended matrix algebra on $M(F)$.

## Theorem (1.19) [4]

Let $m, n \in \mathbb{N}$ with $\mathrm{m}<n$ and
$C=\left(\begin{array}{c}c_{1} \\ c_{2} \\ \ldots \\ \ldots \\ c_{m}\end{array}\right)_{m \times 1} \quad D=\left(\begin{array}{llllllll}d_{1} & d_{2} & \ldots \ldots & d_{m} & 0 & 0 & \ldots . & 0\end{array}\right)_{1 \times n} \in M(F)$.
Then $\left(I_{m \times n}+C D\right)^{-1}=I_{m \times n}-\frac{C D}{1+D C}$, provided $\left(I_{m \times n}+C D\right)^{-1}$ exists and $1+D C \neq 0$.
Corollary (1.19)[4]: Let $m, n \in \mathbb{N}$ with $\mathrm{m}>n$ and

$$
C=\left(\begin{array}{c}
c_{1} \\
c_{2} \\
\ldots \\
\ldots \\
c_{n} \\
0 \\
0 \\
\ldots:: \\
0
\end{array}\right)_{m \times 1} \quad D=\left(\begin{array}{llll}
d_{1} & d_{2} & \ldots . . & d_{n}
\end{array}\right)_{1 \times n}
$$

Then $\left(I_{m \times n}+C D\right)^{-1}=I_{m \times n}-\frac{C D}{1+D C}$, provided $\left(I_{m \times n}+C D\right)^{-1}$ exists and $1+D C \neq 0$.

## Theorem (1.20) [4]

Let $m, n \in \mathbb{N}$ with $\mathrm{m}<n$ and $A_{m \times n}=\left(\left(a_{i j}\right)_{m \times m} O_{m \times(n-m)}\right)$,

$$
C=\left(\begin{array}{c}
c_{1} \\
c_{2} \\
\ldots \\
\ldots \\
c_{m}
\end{array}\right)_{m \times 1} \quad D=\left(\begin{array}{llllllll}
d_{1} & d_{2} & \ldots \ldots & d_{m} & 0 & 0 & \ldots . & 0
\end{array}\right)_{1 \times n} \in M(F) .
$$

Then $\left(A_{m \times n}+C D\right)^{-1}=A_{m \times n}^{-1}-\frac{A_{m \times n}^{-1} C D A_{m \times n}^{-1}}{1+D A_{m \times n}^{-1} C}$, provided $\left(A_{m \times n}+C D\right)^{-1}$ and $A_{m \times n}^{-1}$ both exist and $1+$ $D A_{m \times n}^{-1} C \neq 0$.

Corollary (1.20): Let $m, n \in \mathbb{N}$ with $m>n$ and $A_{m \times n}=\binom{\left(a_{i j}\right)_{n \times n}}{O_{(m-n) \times n}}, C=\left(\begin{array}{c}c_{1} \\ c_{2} \\ \ldots \\ \ldots \\ c_{n} \\ 0 \\ \ldots \\ \ldots \\ 0\end{array}\right)_{m \times 1}$,

$$
D=\left(\begin{array}{llll}
d_{1} & d_{2} & \ldots . . & d_{n}
\end{array}\right)_{1 \times n} \in M(F) .
$$

Then $\left(A_{m \times n}+C D\right)^{-1}=A_{m \times n}^{-1}-\frac{A_{m \times n}^{-1} C D A_{m \times n}^{-1}}{1+D A_{m \times n}^{-1} C}$, provided $\left(A_{m \times n}+C D\right)^{-1}$ and $A_{m \times n}^{-1}$ both exist and
$1+D A_{m \times n}^{-1} C \neq 0$.

## Theorem (1.21) [4]

Let $m, n, k \in \mathbb{N}$ with $\mathrm{m}<n$ and $A_{m \times n}=\left(\left(a_{i j}\right)_{m \times m} \quad O_{m \times(n-m)}\right)$,
$C=\left(c_{i j}\right)_{m \times k}, D=\left(\left(d_{i j}\right)_{k \times m} \quad O_{k \times(n-m)}\right)_{k \times n} \in M(F)$.
Then $\left(A_{m \times n}+C D\right)^{-1}=A_{m \times n}^{-1}-A_{m \times n}^{-1} C\left(I_{k}+D A_{m \times n}^{-1} C\right)^{-1} D A_{m \times n}^{-1}, \quad$ provided $\left(A_{m \times n}+C D\right)^{-1}, A_{m \times n}^{-1}$ and $\left(I_{k}+D A_{m \times n}^{-1} C\right)^{-1}$ exist.

Corollary (1.21) [4]: Let $m, n, k \in \mathbb{N}$ with $m>n$ and $A_{m \times n}=\binom{\left(a_{i j}\right)_{n \times n}}{O_{(m-n) \times n}}, C=\binom{\left(c_{i j}\right)_{n \times k}}{O_{(m-n) \times k}}$, $D=\left(d_{i j}\right)_{k \times n} \in M(F)$. Then $\left(A_{m \times n}+C D\right)^{-1}=A_{m \times n}^{-1}-A_{m \times n}^{-1} C\left(I_{k}+D A_{m \times n}^{-1} C\right)^{-1} D A_{m \times n}^{-1}$, provided $\left(A_{m \times n}+C D\right)^{-1}$, $A_{m \times n}^{-1}$ and $\left(I_{k}+D A_{m \times n}^{-1} C\right)^{-1}$ exist

## 2. MAIN RESULTS

Here we shall study some more properties of extended matrix algebra.

## Theorem (2.1)

For any three matrices $A_{m \times n}, B_{m \times n}, C_{n \times m} \in M(F)$,
(i) $\operatorname{tr}\left(A_{m \times n}+B_{m \times n}\right)=\operatorname{tr} A_{m \times n}+\operatorname{tr} B_{m \times n}$.
(ii) $\operatorname{tr}\left(A_{m \times n} B_{m \times n}\right) \neq \operatorname{tr}\left(B_{m \times n} A_{m \times n}\right)$, in general.
(iii) $\operatorname{tr}\left(A_{m \times n} C_{n \times m}\right)=\operatorname{tr}\left(C_{n \times m} A_{m \times n}\right)$.
(iv) $\operatorname{tr}\left(A_{m \times n}+C_{n \times m}\right) \neq \operatorname{tr} A_{m \times n}+\operatorname{tr} C_{n \times m}$, in general.

## Proof

Let $A_{m \times n}=\left(a_{i j}\right)_{m \times n}, B_{m \times n}=\left(b_{i j}\right)_{m \times n}, C_{n \times m}=\left(c_{i j}\right)_{m \times n}$.
(i) We have $A_{m \times n}+B_{m \times n}=\left(d_{i j}\right)_{m \times n}$, where
for $i=1,2, \ldots ., m ; j=1,2, \ldots, n, d_{i j}=a_{i j}+b_{i j}$
From (1) it is clear that the diagonal elements of $A_{m \times n}+B_{m \times n}$ are the sum of the corresponding diagonal elements of $A_{m \times n}$ and $B_{m \times n}$.

Hence $\operatorname{tr}\left(A_{m \times n}+B_{m \times n}\right)=\operatorname{tr} A_{m \times n}+\operatorname{tr} B_{m \times n}$.
(ii) Consider the real matrices $A=\left(\begin{array}{cccc}1 & 0 & -1 & 2 \\ -2 & 2 & 1 & 0 \\ 3 & 1 & 2 & 4\end{array}\right)$ and $=\left(\begin{array}{cccc}2 & 3 & 1 & 0 \\ 3 & 0 & -2 & 2 \\ -1 & 2 & 4 & 3\end{array}\right)$.

Then $A B=\left(\begin{array}{cccc}3 & 1 & -3 & -3 \\ 1 & -4 & -2 & 7 \\ 7 & 13 & 9 & 8\end{array}\right)$ and $=\left(\begin{array}{cccc}-1 & 7 & 3 & 8 \\ -3 & -2 & -7 & -2 \\ 7 & 8 & 11 & 14\end{array}\right)$.
Now $\operatorname{tr} A B=(3-4+9)+(1-2+8)=15$ and $\operatorname{tr} B A=(-1-2+11)+(7-7+14)=22$.
Therefore $\operatorname{tr} A B \neq \operatorname{tr} B A$. Hence the result
(iii) We have $A_{m \times n} C_{n \times m}=\left(e_{i j}\right)_{m \times m}$, where

For $i=1,2, \ldots ., m ; j=1,2, \ldots ., m, e_{i j}=\sum_{k=i}^{n} a_{i k} c_{k j}$
From (2) it is clear that the diagonal elements of $A_{m \times n} C_{n \times m}$ are given by
for $=1,2, \ldots ., m, e_{i i}=\sum_{k=i}^{n} a_{i k} c_{k i}$
Again $C_{n \times m} A_{m \times n}=\left(f_{i j}\right)_{n \times n}$, where
For $i=1,2, \ldots, n ; j=1,2, \ldots, n, f_{i j}=\sum_{k=i}^{m} c_{i k} a_{k j}$
From (4) it is clear that the diagonal elements of $C_{n \times m} A_{m \times n}$ are given by
For $=1,2, \ldots, n, f_{i i}=\sum_{k=i}^{m} c_{i k} a_{k i}$
Now $\operatorname{tr}\left(A_{m \times n} C_{n \times m}\right)=\sum_{i=1}^{m} e_{i i}=\sum_{i=1}^{m} \sum_{k=i}^{n} a_{i k} c_{k i}$
(by (19) ).
And $\operatorname{tr}\left(C_{n \times m} A_{m \times n}\right)=\sum_{i=1}^{n} f_{i i}=\sum_{i=1}^{n} \sum_{k=i}^{m} c_{i k} a_{k i}($ by (21))
$=\sum_{k=1}^{n} \sum_{i=i}^{m} c_{k i} a_{i k}$ (replacing the indices $i, k$ by $k, i$ respectively )
$=\sum_{i=1}^{m} \sum_{k=i}^{n} a_{i k} c_{k i}=\operatorname{tr}\left(A_{m \times n} C_{n \times m}\right)($ by (22) ) .

Therefore $\left(A_{m \times n} C_{n \times m}\right)=\operatorname{tr}\left(C_{n \times m} A_{m \times n}\right)$.
(iv) Consider the real matrices $A=\left(\begin{array}{cccc}1 & 0 & -1 & 2 \\ -2 & 2 & 1 & 0 \\ 3 & 1 & 2 & 4\end{array}\right)$ and $=\left(\begin{array}{lll}2 & 1 & 3 \\ 1 & 3 & 4 \\ 5 & 2 & 1 \\ 2 & 4 & 3\end{array}\right)$.

Then $+C=\left(\begin{array}{cccc}3 & 1 & 2 & 2 \\ -1 & 5 & 5 & 0 \\ 8 & 3 & 3 & 4 \\ 2 & 4 & 3 & 0\end{array}\right)$.
Now $\operatorname{tr} A=(1+2+2)+(0+1+4)=10, \operatorname{tr} C=(2+3+1)+(1+2+3)=12$ and
$\operatorname{tr}(A+C)=3+5+3+0=11 \neq 22=\operatorname{tr} A+\operatorname{tr} C$. Hence the result

## Definition (2.1)

A matrix $A_{m \times n} \in M(F)$ is said to be a diagonal matrix if its non-diagonal elements are all zero.

## Theorem (2.2)

If $A, B \in M(F)$ be of the same order such that $A$ is a diagonal matrix with no two diagonal elements are equal, and $B$ commutes with $A$, then $B$ may not be a diagonal matrix.

## Proof

Consider the real matrix $A=\left(\begin{array}{ccccc}-4 & 4 & -1 & 0 & 0 \\ 0 & -3 & 3 & 0 & 0 \\ 0 & 0 & 1 & -2 & 2\end{array}\right)$. Clearly, all the diagonal elements of $A$ are distinct.
And, consider the real matrix $B=\left(\begin{array}{ccccc}\frac{68}{13} & \frac{-12}{13} & -1 & -4 & 4 \\ 0 & 5 & -3 & -4 & 4 \\ 0 & 0 & 1 & -2 & 2\end{array}\right)$ which is clearly not a diagonal matrix.
Now $A B=\left(\begin{array}{ccccc}\frac{-272}{13} & \frac{308}{13} & -9 & 2 & -2 \\ 0 & -15 & 12 & 6 & -6 \\ 0 & 0 & 1 & -2 & 2\end{array}\right)$ and $B A=\left(\begin{array}{ccccc}\frac{-272}{13} & \frac{308}{13} & -9 & 2 & -2 \\ 0 & -15 & 12 & 6 & -6 \\ 0 & 0 & 1 & -2 & 2\end{array}\right)$ so that $A B=B A$.
We know that, for any positive integral power of a square symmetric matrix is symmetric; any positive even integral power of a square skew-symmetric matrix is symmetric and any positive odd integral power of a square skew-symmetric matrix is skew-symmetric. Let us see whether this result holds good in extended matrix algebra.

## Theorem (2.3)

(i) Any positive integral power of a symmetric matrix in $M(F)$ may not be symmetric.
(ii) Any positive even integral power of a skew-symmetric matrix in $M(F)$ may not be symmetric and positive odd integral power of a skew-symmetric matrix in $M(F)$ may not be skewed-symmetric.

## Proof

(i) For example, consider the real symmetric matrix $=\left(\begin{array}{ccccc}1 & 2 & 3 & 4 & 5 \\ 4 & -1 & 2 & 0 & 3 \\ 5 & 3 & 1 & -2 & 4\end{array}\right)$

Then $A^{2}=\left(\begin{array}{ccccc}24 & 9 & 10 & -2 & 23 \\ 10 & 15 & 12 & 12 & 25 \\ 22 & 10 & 22 & 18 & 38\end{array}\right)$ Which is not symmetric.
(ii) Consider the real skew-symmetric matrix $=\left(\begin{array}{ccccc}0 & 0 & 3 & 4 & 5 \\ -3 & 0 & 0 & -6 & 7 \\ -4 & 6 & 0 & 0 & -8 \\ -5 & -7 & 8 & 0 & 0\end{array}\right)$.

Then $B^{2}=\left(\begin{array}{ccccc}-32 & -10 & 32 & 0 & -24 \\ 30 & 42 & -57 & -12 & -15 \\ -18 & 0 & -12 & -52 & 22 \\ -11 & 48 & -15 & 22 & -138\end{array}\right)$ which is not symmetric.
Again $B^{3}=\left(\begin{array}{ccccc}-98 & 192 & -96 & -68 & -486 \\ 162 & -258 & -6 & -132 & 900 \\ 308 & 292 & -470 & -72 & 6 \\ -194 & -244 & 143 & -332 & 371\end{array}\right)$ which is not skew-symmetric.

## Definition (2.2)

A matrix $A_{m \times n} \in M(F)$ is said to be involuntary matrix if $A_{m \times n}^{2}=I_{m \times n}$.
We know that for any two matrices $A_{m \times n}, B_{n \times m} \in M(F)$, the matrix
$L=\left(\begin{array}{cc}I_{n}-B_{n \times m} A_{m \times n} & B_{n \times m} \\ 2 A_{m \times n}-A_{m \times n} B_{n \times m} A_{m \times n} & A_{m \times n} B_{n \times m}-I_{m}\end{array}\right)$ is involuntary. In theorem (2.4) we shall study about this property in extended matrix algebra.

## Theorem (2.4)

Let $A_{m \times n}, B_{p \times q} \in M(F)$. Then the matrix
$L=\left(\begin{array}{cc}I_{p \times n}-B_{p \times q} A_{m \times n} & B_{p \times q} \\ 2 A_{m \times n}-A_{m \times n} B_{p \times q} A_{m \times n} & A_{m \times n} B_{p \times q}-I_{m \times q}\end{array}\right)$ may not be involuntary.

## Proof

Consider two real matrices $A_{3 \times 3}=\left(\begin{array}{ccc}-1 & 0 & 1 \\ 2 & 3 & -1 \\ 0 & -2 & 1\end{array}\right), B_{4 \times 3}=\left(\begin{array}{ccc}1 & 2 & 3 \\ -3 & 2 & 0 \\ 1 & -1 & 2 \\ 3 & 2 & 1\end{array}\right)$.
Then it can be easily verified that $L_{7 \times 6}=\left(\begin{array}{cc}I_{4 \times 3}-B_{4 \times 3} A_{3 \times 3} & B_{4 \times 3} \\ 2 A_{3 \times 3}-A_{3 \times 3} B_{4 \times 3} A_{3 \times 3} & A_{3 \times 3} B_{4 \times 3}-I_{3 \times 3}\end{array}\right)$

$$
=\left(\begin{array}{cccccc}
-2 & 0 & -2 & 1 & 2 & 3 \\
-7 & -5 & 5 & -3 & 2 & 0 \\
3 & 7 & -3 & 1 & -1 & 2 \\
-1 & -4 & -2 & 3 & 2 & 1 \\
4 & 7 & 0 & -1 & -3 & -1 \\
-26 & -19 & 13 & -8 & 10 & 4 \\
17 & 15 & -12 & 7 & -5 & 1
\end{array}\right) \text { is not involuntary. }
$$

Note (2.1)
We know in traditional matrix algebra that, if a square matrix $A$ over a field $F$ of characteristic zero, be an orthogonal matrix, i.e., if $A A^{T}=I$, then $A A^{T}=A^{T} A=I$, and the set of row vectors and the set of column vectors of A are
orthogonal sets. Here we introduce the definition (2.3) of right orthogonal and left orthogonal matrices and the in theorem (2.5) we study about properties of orthogonal matrices in extended matrix algebra.

## Definition (2.3)

A matrix $A_{m \times n} \in M(F)$ is said to be right orthogonal I $A_{m \times n} A_{m \times n}^{T}=I_{m \times m} \cdot A_{m \times n}$ is said to be left orthogonal if $A_{m \times n}^{T} A_{m \times n}=I_{n \times n}$.

## Theorem (2.5)

(i) A right orthogonal matrix in $M(F)$ may not be left orthogonal and a left orthogonal matrix in $M(F)$ may not be right orthogonal.
(ii) If a matrix $A_{m \times n} \in M(F)$ be right orthogonal, then the set of row vectors of $A_{m \times n}$ is an orthogonal set of vectors over the field $F$. And if $A_{m \times n}$ be left orthogonal, then the set of column vectors of $A_{m \times n}$ is an orthogonal set of vectors over the field $F$.
(iii) If a matrix $A_{m \times n} \in M(F)$ be right orthogonal as well as left orthogonal, then $m=n$ and $A_{m \times n}$ is an orthogonal matrix; and the set of row vectors as well as the set of column vectors of $A_{m \times n}$ are orthogonal sets of vectors over the field $F$.
(iv) If a matrix $A_{m \times n} \in M(F)$ be right orthogonal then it is a regular element in the weak hemi-ring $(M(F),+,$.$) ;$ and if it is left orthogonal then it is a regular element in the weak hemi-ring $(M(F),+,$.$) .$

## Proof

Trivial.

## Note (2.2)

We know in traditional matrix algebra that, given a system of $n$ linear equations in $n$ unknowns such that the coefficient matrix is non-singular, then the system is consistent and has a unique solution. Also, we know that, given a system of $m$ linear equations in $n$ unknowns such that the rank of the coefficient matrix is equal to the rank of the augmented matrix, then the system is consistent. In theorem (2.6) and corollary (2.6) we shall study about this property in extended matrix algebra.

Theorem (2.6)
Let $A_{m \times n}=\left(a_{i j}\right)_{m \times n}, B_{m \times 1}=\left(\begin{array}{c}b_{1} \\ b_{2} \\ \ldots \\ \ldots \\ b_{m}\end{array}\right) \in M(F)$ and $X_{p \times 1}=\left(\begin{array}{c}x_{1} \\ x_{2} \\ \ldots \\ \ldots \\ x_{p}\end{array}\right)$ be an unknown matrix over the field $F$ and $\operatorname{char}(F)=0$. Also, let there exists $C_{r \times s}=\left(c_{i j}\right)_{r \times s} \in M(F)$ such that $C_{r \times s} A_{m \times n}=I_{r \times n}$.

Let us consider the system of linear equations $A_{m \times n} X_{p \times 1}=B_{m \times 1}$
Then (i) (23) is consistent and has a unique solution if either $r=n=p$ or $p=r<n$.
(ii) (23) is consistent and has many solutions if either $r=n<p$ or $r<n=p$ or $r<n<p$ or $r<p<n$.
(iii) (23) is consistent and has a unique solution if either $r=n>p$ or $p<r<n$ or $r>n=p$ or $r>n>p$,
provided in each of the cases, $C_{r \times s} B_{m \times 1}$ is of the form $\left(\begin{array}{c}d_{1} \\ d_{2} \\ \ldots \\ \ldots \\ d_{p} \\ 0 \\ 0 \\ \ldots .: \\ 0\end{array}\right)_{r \times 1}$; otherwise (23) is inconsistent.
(iv) (23) is consistent and has many solutions if either $n<r<p$ or $n<p<r$ or $p=r>n$; provided in each of the cases, $C_{r \times s} B_{m \times 1}$ is of the form $\left(\begin{array}{c}d_{1} \\ d_{2} \\ \cdots \\ \ldots . \\ d_{n} \\ 0 \\ 0 \\ \ldots .: \\ 0\end{array}\right)_{r \times 1}$; otherwise (23) is inconsistent.

## Proof

From (23) we get $C_{r \times s}\left\{A_{m \times n} X_{p \times 1}\right\}=C_{r \times s} B_{m \times 1}$. This implies that $\left\{C_{r \times s} A_{m \times n}\right\} X_{p \times 1}=D_{r \times 1} \ldots$
where $D_{r \times 1}=\left(\begin{array}{c}d_{1} \\ d_{2} \\ \ldots \\ \ldots \\ d_{r}\end{array}\right)$ and for $i=1,2, \ldots, r, d_{i}=\sum_{k=1}^{\min \{s, m\}} c_{i k} b_{k}$.
Now considering several cases, the remaining part of the proof is just now routine check.
Corollary (2.6): Let $A_{m \times n}=\left(a_{i j}\right)_{m \times n}, B_{m \times 1}=\left(\begin{array}{c}b_{1} \\ b_{2} \\ \ldots \\ \ldots \\ b_{m}\end{array}\right) \in M(F)$ and $X_{p \times 1}=\left(\begin{array}{c}x_{1} \\ x_{2} \\ \ldots \\ \ldots \\ x_{p}\end{array}\right)$ be an unknown matrix over the field $F$ and $\operatorname{char}(F)=0$. Then the system of linear equations $A_{m \times n} X_{p \times 1}=B_{m \times 1}$ is consistent iff rank of $A_{m \times n}=\operatorname{rank}$ of $\bar{A}_{m \times n}\left(=\left(A_{m \times n} B_{m \times 1}\right)\right)$.

## Definition (2.4)

$A_{m \times n} \in M(F)$ and $\operatorname{char}(F)=0$. Let $X_{p \times 1}$ be an unknown vector. If there exists $\lambda \in F$ such that the system of equations $\left(A_{m \times n}-\lambda I_{m \times n}\right) X_{p \times 1}=O_{m \times 1}$ has a non-zero solution in $M(F)$, then $\lambda$ is called an eigen
value of $A_{m \times n}$ and corresponding non-zero vector in $M(F)$, obtained by solving this system of equations, is called an eigen vector of $A_{m \times n}$ corresponding to eigen value $\lambda$.

## Theorem (2.7)

$A_{m \times n} \in M(F)$ and char $(F)=0$. Let $\lambda(\in F)$ be an eigen value of $A_{m \times n}$. Then
(i) At least $m-n+1$ rows of $\left(A_{m \times n}-\lambda I_{m \times n}\right)$ are redundant, provided $m>n$.
(ii) At least $n-m+1$ columns of $\left(A_{m \times n}-\lambda I_{m \times n}\right)$ are redundant, provided $m<n$.

## Proof

Trivial.

## CONCLUSIONS

Further study regarding more properties of extended algebra may be continued.
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